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Abstract—We address the problem of visually monitoring a terrain path using ground and aerial robots. This is a coupled problem that involves computation of a guard set for the environment and route planning for a heterogeneous group of robots through the points in the guard set. A terrain path that needs to be monitored can be transformed to generate a 1.5D terrain and a chain visible curve for this terrain can be generated. To efficiently monitor this 1.5D terrain, we present two solutions — a dynamic programming approach that finds the optimal solution but is slower and a integer linear programming solution that is faster in practice and that can take more constraints into account. We perform extensive simulations and do a comparative analysis of the two solution techniques.

I. INTRODUCTION

We study the problem of planning paths for a team of heterogeneous robots consisting of autonomous aerial and ground vehicles to visually monitor an environment. There are numerous high-impact applications where visual coverage of environments with robotic sensors will be transformative. Examples include environmental monitoring [1], precision agriculture [2], search-and-rescue [3], surveillance [4], mapping [5] and border patrolling [6].

In this paper, we focus on the specific problem of visually monitoring a path on a terrain with multiple unmanned vehicles as shown in Figure 1a. The terrain imposes visibility constraints on the vehicles. When UAV is at altitude $H_1$, its visibility is shortened as the terrain path altitude increases. When the UAV is at altitude $H_2$, it can sense a larger region of the terrain path. However, operating the vehicle at higher altitudes increases the operational cost and reduces the image resolution on the path. Since the monitoring is performed along a predefined path, we can transform (stretch) the path to a 1.5D terrain. The terrain altitude changes are captured by the height. A sample transformed terrain is shown in Figure 1b, where UAVs can operate at two altitudes $H_1$ and $H_2$, while the unmanned ground vehicle (UGV) motion is restricted on the ground.

The goal is to plan routes for the robots such that every point in the environment is eventually observed by one of the robots along its tours. The general problem is challenging since it is a combination of two NP-hard [7] problems: set cover [8] (to find the optimal viewing locations) and traveling salesperson problem [9] (to find routes for the robots to visit the viewpoints). A decoupled approach that first finds the viewing locations, and then finds a path for the robots can be arbitrarily bad even for 1.5D terrains, when the objective is to minimize the makespan of the paths [10]. Instead, we present a dynamic programming algorithm to find the optimal solution. We also present a more general Integer Linear Programming (ILP) formulation that can take into account a number of additional, practical constraints when planning the routes.

A. Related Work

Our problem is a generalization of the Watchman Route Problem (WRP) [11]. The objective in WRP is to find a tour of minimum length for a single robot (i.e. watchman) so as to see every point in an input polygon. Carlsson et al. [12] introduced $n$-WRP where the goal is to find $n$ tours for $n$ homogeneous robots, such that each point in the environment is seen from at least one tour. They showed that the problem is NP-hard. The Watchman Route Problem for a single robot can be solved to optimality in polygons without any holes [12], while an approximation algorithm is proposed for polygons with holes in [13]. Wang et al. [14] studied the 3D Viewpoint Routing Problem for the case of a single robot and developed an $O(\log m)$ approximation algorithm. Due to the inherent complexity of the problem, there have been many efforts dedicated to finding practical solutions. These include decoupling viewpoints selection and robot routing[15], and self-organizing maps heuristics [16]. The problem naturally becomes more challenging in full 3D (where objects are allowed to float in air). A 2.5D terrain is a better model for practical environments. Efrat et al. [17] studied the problem of finding watchmen tours for $n$ homogeneous robots flying over a 2.5D terrain. A search
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strategy for UAVs to detect targets on a 2.5D terrain was proposed in [18], [19]. However, the approach was limited to homogeneous UAVs.

In a recent work, [10] suggests that certain classes of environments have special structures which can be exploited to design good approximation algorithms. For instance, a constant-factor approximation was obtained for the homogeneous-UAVs. However, the approach was limited and view points (left and right).

We define a terrain point as a point on the terrain at which the slope of the incoming and outgoing edges is different as shown in Figure 2(b). A terrain point at which the slope of the outgoing edge is less than the slope of the incoming edge, computed along the z-axis, is referred to as a reflex point. Reflex points for the terrain shown in Figure 2(a) is determined in Figure 2(c). Two consecutive reflex points on the terrain mark a convex polyline when observed from a point on the fixed altitude path or a point on the terrain. We refer to this convex polyline as a visibility segment. The visibility segment for two reflex points is shown in Figure 2(d). The projection of the visibility segment along the slope of the visibility segments on to the visibility-chain curve $C$ is called as the visibility region. Figure 2(d) shows the visibility region for the earlier visibility segment. By virtue of it being convex, all points on the terrain in a visibility region are visible from any point within the visibility segment. The left end point of the visibility region is called as the left view point and the right end point of the visibility region is called as the right view points. The left and right view points for the above visibility region are shown in Figure 2(d). It may be easily observed that the visibility region of a visibility segment on any chain visible curve to the terrain, is also a chain. Carlsson et. al. [20] use similar ideas within a polygon to compute watchman routes. Note that, for the ground robots, the reflex points itself forms the left and right view points as it follows the terrain.

III. Problem Statement

Consider an environment $\mathcal{E}$, as shown in Figure 1b, with a 1.5 dimensional terrain. We are given two types of robots: ground robots that can move on the terrain, and aerial robots that can fly at a fixed altitude $h$ (greater than the highest point on the terrain). Each set of aerial robots flying at a given altitude contributes a chain visible curve in addition to the one on the terrain that corresponds to the ground vehicles. Let $C$ be the set of chain visible curves and $A_c$ be the set of autonomous robots, ground or aerial, on the curve $c \in C$.

Let $R$ be the set of reflex points within $\mathcal{E}$. The reflex points combined with the terrain end points comprise the set $\mathcal{R}$. Let $\nu$ be the corresponding set of visibility segments. Let $V_c^L$ and $V_c^R$ be the set of left and right viewpoints on the chain visible curve $c$ (see Figure 3). $V_c = V_c^L \cup V_c^R$, is the set of all viewpoints on the curve $c$ and $V = \bigcup_{c \in C} V_c$ is the set of all viewpoints over all chain visible curves. $V_c^L(\nu)$ and $V_c^R(\nu)$ are subsets of viewpoints corresponding to the visibility segment $\nu$ contained in the respective set.

Our goal is to find routes for each robot to ensure that every point on the terrain is visible on at least one robot route. In addition to a Dynamic Program to optimally solve the problem, we also devise an Integer Linear Program that permits other objective functions that are useful in a practical scenario such as minimizing the total mission cost.
Given a 1.5 D terrain and a set of ground and aerial robots with optical sensors, plan routes for the robots such that all points in the terrain are observed by at least one robot and the maximum path cost for a single robot is minimized over all robots.

IV. DYNAMIC PROGRAMMING APPROACH

In this section we develop an optimal algorithm to solve HWRPT using dynamic programming (DP). Consider the environment as shown in Figure 1b with a 1.5 D terrain and the set of chain visible curves C that correspond to the available ground and aerial vehicles.

Lemma 1. Adapted from [10]: There exists an optimal solution for HWRPT with viewpoints V such that for any v ∈ V, if v is the left end-point of a path π, then v must be the right end-point of some visibility region on a chain visible curve corresponding to a visibility segment on the terrain. Similarly if v is the right end-point of a path π, then v must be the left end-point of some visibility region.

This lemma allows us to restrict our attention only to a set of finite (at most 2|V|) points on each c ∈ C. Furthermore, we need to consider only the right viewpoints to start a path and only the left viewpoints to end a path (assuming all paths go from left to right, without loss of generality).

Lemma 2. Let A be the optimal solution to the problem, and let there be two set of paths P and Q such that (i) P ⊂ A and P contains all paths until some viewpoint i_c ∈ V_c, when going from left to right, on the chain visible curve c; and (ii) Q contains at most one path from each chain visible curve c, ∀c ∈ C, starting after i_c. Then, there always exists a non-empty set Q such that P ∪ Q ⊂ A.

For this to hold, Q must satisfy the property that no visibility region (corresponding to a visibility segment) is completely contained between sets P and Q. That is, there should not be any viewpoint such that the left end of a visibility segment, v ∈ V, lies to the right of i_c and the right viewpoints lies to the left of i'_c, ∀c ∈ C, where i'_c is the start point of the path in Q on chain visible curve c. If Q does not satisfy this property, then it would not be possible to cover the visibility segment v in any of the paths added later to the set P ∪ Q and hence v will not be covered. Therefore, P ∪ Q cannot be a solution, due to partial visibility coverage.

Let P = ∅ at the start. We can build the solution from left to right by enumerating over all Q's satisfying Lemma 2, then there exists a Q, such that P ∪ Q will be a subset of the optimal solution by Lemma 2. For the next iteration, we will initialize P = P ∪ Q and again iterate over all possible Q's satisfying Lemma 2 to obtain new P ∪ Q. This process continues until Q = ∅, in which case, we cannot add any new paths to P. The optimal solution will be the minimum cost solution from the set of generated solutions from P.

In order to implement the DP algorithm, we need to define a DP table T consisting of \( T([i_1, j_1], \ldots, [i_n, j_n], k) \) where \( i_c \in V^k_c, j_c \in V^k_c, c = 1, \ldots, n \) and \( n = |C| \). The variable \( k \) is the iteration counter. An entry in the table gives the minimum cost set P where the last path on curve \( c \) is \([i_c, j_c]\). We use the optimal single path algorithm \( \text{OptimalSinglePath}(i_c, j_c, c) \) given in [10] to determine the optimal way to cover all viewpoints from \( i_c \) to \( j_c \) on chain visible curve \( c \).

To fill the rest of the entries in T, we also need to find \( i'_c \) and \( j'_c \) for each paths being added. Further, we also need to maintain a count on the number of vehicles on each curve corresponding to every \( T([i_1, j_1], \ldots) \). We obtain \([i'_c, j'_c]\) as
\[
([i'_1, j'_1], \ldots, [i'_n, j'_n]) = \arg \min_T ([i'_1, j'_1], \ldots, [i'_n, j'_n], k') +
\infty \times I([j'_1, i_1], \ldots, [j'_n, i_n], k') = k - 1.
\]

This equation represents the process for finding minimum cost set \( P \) such that for a given set \( Q \), Lemma 2 is followed. The binary indicator \( I([j'_1, i_1], \ldots, [j'_n, i_n]) \) represents the fact that all of viewpoint between \( j'_c \) and \( i_c \) has been covered by one of the paths added.

Once we obtain \([i'_c, j'_c]\), we can compute the entries of the table as
\[
T([i_1, j_1], \ldots, [i_n, j_n], k) =
\max\{\text{OptimalSinglePath}(i_c, j_c, c)\forall c,
T([i'_1, j'_1], \ldots, [i'_n, j'_n], k)\}.
\]

This equation finds the cost of the \( P \cup Q \) and updates it in the DP table. Set \([i_c, j_c]\) maybe null, which implies that no path from that curve is being added. However there must be at least one non null entry. The algorithm terminates after \( \sum_{c \in C} A_c \) iterations.

The complexity of the DP algorithm may be computed in terms of

1) number of iterations = \( \sum_{c \in C} A_c \).
2) Enumeration of Q: \( (n)^2|E| \).
3) Feasibility checking: \(|C| \times (2n)\).

Based on the above three terms, the complexity of the algorithm is \( O((\sum_{c \in C} A_c) \times (n)^2|C| \times |C|) \), where \( n = |V| \) is the number of viewpoints.

V. INTEGER LINEAR PROGRAMMING APPROACH

We develop an Integer Linear Program to find optimal solutions HWRPT. An ILP allows the development of different
and practically useful objective functions. We propose two different objective functions and present simulation results for both.

We define a visibility function and a cost function on the viewpoints. The visibility function, \( \gamma_c(v) : v \rightarrow \phi(V_c) \) where \( \phi(x) \) is the power set of \( x \), is defined for each curve \( c \in \mathcal{C} \). \( \gamma_c(v) \) is the set of viewpoints on curve \( c \) that lie between the left and right end points of the visibility region of visibility segment \( v \) on \( c \), thus \( \gamma_c(v) \subseteq V_c \). Also, \( \gamma(v) = \bigcup_{c \in \mathcal{C}} \gamma_c(v) \).

Cost function, \( \alpha_{ij}^c : V_c \times V_c \rightarrow \mathbb{R}^+ \), returns the cost to travel from \( i \) to \( j \) on the chain visible curve \( c \), where \( i \) and \( j \) belong to the set \( V_c \). In addition, we also define a vehicle cost function, \( \beta_c : \mathcal{C} \rightarrow \mathbb{R}^+ \), that gives the one time cost for using a vehicle on the chain visible curve \( c \).

A. Formulation

We define three sets of binary variables, \( S, P \) and \( x \). \( S_i^{ck} \) variables, defined for all \( c \in \mathcal{C}, k \in \mathcal{A}(c) \) and \( i \in V_c \), indicate the starting point for each vehicle. \( S_i^{ck} = 1 \), if \( k \)th vehicle on the \( c \)th chain visible curve starts at the \( i \)th viewpoint. \( P_i^{ck} \) variables, defined for each \( c \in \mathcal{C}, k \in \mathcal{A}(c) \) and \( i \in V_c \), indicate whether or not the \( k \)th vehicle on the \( c \)th chain visible curve visits the \( i \)th viewpoint. \( x_{ij}^{ck} \) variables are defined for each \( c \in \mathcal{C}, k \in \mathcal{A}(c) \) and \( i, j \in V_c \). \( x_{ij}^{ck} = 1 \), if the \( k \)th vehicle on the \( c \)th chain visible curve travels from viewpoint \( i \) to \( j \) on \( c \) and 0 otherwise. We also define the set \( \delta_\ell(P) \), \( \forall c \in \mathcal{C}, \forall P \subseteq V_c \), \( \delta_\ell(P) \) defined as, \( \delta_\ell(P) \equiv \{(i,j) : i \in P, j \in V_c \setminus P \text{ or } j \in P, i \in V_c \setminus P \} \), is the set of all edges between the sets \( P \) and \( V_c \setminus P \). An edge corresponds to a path segment on the visibility curve between any two viewpoints.

Objective Function:

\[
\mathcal{F}_1 : \min_{c \in \mathcal{C}} \max_{k \in \mathcal{A}(c)} \sum_{i \in V_c} (\beta_c \cdot S_i^{ck} + \sum_{j \in V_c} \alpha_{ij}^c \cdot x_{ij}^{ck})
\]

\[
\mathcal{F}_2 : \min \sum_{c \in \mathcal{C}} \sum_{k \in \mathcal{A}(c)} \sum_{i \in V_c} (\beta_c \cdot S_i^{ck} + \sum_{j \in V_c} \alpha_{ij}^c \cdot x_{ij}^{ck})
\]

The objective function in an Integer Linear Program may be designed as any linear combination of the decision variables. Objective function \( \mathcal{F}_1 \) optimizes a \( \min - \max \) objective that minimizes the maximum path cost over all vehicles while \( \mathcal{F}_2 \) is designed to minimize the total cost of completing the mission. We report simulation results for both \( \mathcal{F}_1 \) and \( \mathcal{F}_2 \) in Section VI.

The constraints used in the ILP are as follows:

\[
\sum_{c \in \mathcal{C}} \sum_{k \in \mathcal{A}(c)} \sum_{i \in \gamma_c(v)} P_i^{ck} \geq 1, \quad \forall v \in \nu \tag{3}
\]

\[
\sum_{i \in V_c} S_i^{ck} \leq 1, \quad \forall c \in \mathcal{C}, \forall k \in \mathcal{A}(c) \tag{4}
\]

\[
\sum_{m \in V_c} S_m^{ck} \geq x_{ij}^{ck}, \quad \forall c \in \mathcal{C}, \forall k \in \mathcal{A}(c), \forall i, j \in V_c \tag{5}
\]

\[
\sum_{i \in \nu \setminus V_c} x_{ij}^{ck} + S_j^{ck} = P_j^{ck}, \quad \forall c \in \mathcal{C}, \forall k \in \mathcal{A}(c), \forall j \in V_c \tag{6}
\]

\[
P_i^{ck} - \sum_{j \in \mathcal{A}(c)} x_{ij}^{ck} \geq 0, \quad \forall c \in \mathcal{C}, \forall k \in \mathcal{A}(c), \forall i \in V_c \tag{7}
\]

\[
\sum_{i \in P} (P_i^{ck} - 1) - \sum_{(i,j) \in \delta_\ell(P)} x_{ij}^{ck} \leq -S_m^{ck}, \quad \forall c \in \mathcal{C}, \forall k \in \mathcal{A}(c), \forall m \in V_c, \forall P \subseteq V_c \setminus \{m\} \tag{8}
\]

Constraint 3 ensures that for each visibility segment \( v \) at least one viewpoint in the set \( \gamma(v) \) is visited by one of the vehicles, thus ensuring coverage. Each vehicle must start from exactly one point, if at all the vehicle is used (Constraint 4). Constraint 5 ensures that a vehicle must start before it can traverse between any two viewpoints. Vehicle visit variables \( P_i^{ck} \) are defined in Constraint 6. A vehicle is said to have visited a viewpoint, if it starts its path from that viewpoint or has an incoming path to that viewpoint. Further, a vehicle may have an outgoing path from a viewpoint, if and only if, it has visited that viewpoint (Constraint 7). Sub-tours that do not include the starting point for the vehicle in use, must be discarded (Constraint 8). As is clearly visible, the number of sub-tour elimination constraints is exponential in the number of viewpoints. The number of viewpoints is proportional to the number of visibility segments and by transitivity, the number of reflex points. To this end, we design a separation algorithm, that generates valid inequalities and adds them to the solver during run time.

B. Branch-and-cut algorithm

As noted in Section V-A, the number of sub-tour elimination constraints is exponential and it is computationally efficient to enumerate all of them and add to the solver. To address this problem, we implement the ILP formulation using a branch-and-cut framework. Within the branch-and-cut framework, we input a relaxed version of the problem to the solver, that does not include the sub-tour elimination constraints. When the solver obtains an integer feasible solution to this relaxed version, it is checked for feasibility against the relaxed constraints using a separation algorithm. In case the solution violates a relaxed constraint, the separation routine generates a valid inequality (violated constraint) and adds it to the formulation. The problem is then given back to the solver. This process of adding constraints to the problem sequentially has been observed to be computation efficient for many variants of the Traveling Salesman Problem [21] and other combinatorial optimization problems [22].

The separation algorithm to identify and generate valid inequalities for HWRPT operates as follows. It computes the strongly-connected components in the graph defined by the integer solution for each vehicle. Each component \( P \) of cardinality greater than one that satisfies the condition \( P \subseteq V_c \setminus \{m\} \), where \( c \) is the curve on which the given vehicle traverses and \( m \) is the starting point of the vehicle, violates the corresponding constraint (Constraint 8). These violated constraints, given in Eq. (9), are then added to the formulation and the solver is allowed to optimize the problem with the new constraints.
TABLE I: Environment Configurations

<table>
<thead>
<tr>
<th>Config #</th>
<th>UAVs</th>
<th>UGVs</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>one at $H_1$</td>
<td>one</td>
</tr>
<tr>
<td>2</td>
<td>one at $H_2$</td>
<td>one</td>
</tr>
<tr>
<td>3</td>
<td>two at $H_1$</td>
<td>one</td>
</tr>
<tr>
<td>4</td>
<td>two at $H_2$</td>
<td>one</td>
</tr>
<tr>
<td>5</td>
<td>one at $H_1$, one at $H_2$</td>
<td>one</td>
</tr>
</tbody>
</table>

VI. SIMULATION RESULTS

We will first show few example scenarios where the paths for different type of vehicles are assigned on the visible curve. We will then follow by Monte-Carlo simulations.

A. Examples

Initially, we consider scenarios where only a single vehicle is used and then proceed towards multiple vehicles. For all the scenarios, one UGV and 2 UAVs ($U_1$ and $U_2$) are available to determine the path for the vehicles. The visibility curves are on the terrain for the UGV, at 2m and 5m altitudes respectively for the UAVs. If the UAV is used at 2m then the operating and movement cost for the UAV is twice that of the UGV. When UAV is used at 5m then the cost of using is twice that of at 2m. For the scenario shown in Figure 4a, the DP solution assigns the path for UAV ($U_1$) only, while $U_2$ and UGV are not used. When the UAV moves from the left side of the assigned path to the right side, then the UAV covers the complete terrain. The path was determined in 0.23s and the cost is 23. Similarly, consider the terrain shown in Figure 4b, where only a single UGV is selected to perform the coverage. The other vehicles are not used in this case. The solution for this terrain was determined in 0.12s and the cost for the UGV is 23.

Now, we consider the scenarios, where, two vehicles are used. For the terrain shown in Figure 5a, the DP solution uses a team composed of $U_1$ and UGV to monitor the terrain. The solution was determined in 0.25s and the cumulative cost of using these two vehicles is 36.7. In Figure 5b, two UAVs are employed but they hover at the same location on the 2m visibility curve. Hence, they contribute only to the operating cost without any path cost. The solution cost is 15.56 and the time taken is 8.43s. These example scenarios show the kind of paths that the DP solution can provide. Note that, the ILP also provides the optimal solution and the solution obtained was the same with similar computational times and hence they are not reported here.

B. Monte-Carlo results

We generated random environments with number of terrain points varying from 5 to 30 in steps of 5. Five random terrains were generated for each size. Two different altitudes, $H_1$ and $H_2$ (Figure 1b), were chosen to place chain visible curves corresponding to aerial vehicles and the terrain is the visible chain curve for the UGV. The simulations were run on all environments for each robot combination as given in Table I. DP was implemented in MATLAB and simulations were run on a 4-core Intel Core i7 processor. The ILP was solved using a branch-and-cut framework developed in C++ using IBM ILOG CPLEX library version 12.7. We utilized the lazy constraint callback functionality of the CPLEX library to implement the separation algorithm for dynamic constraint addition.

The time complexity for DP is exponential in the number of chain visible curves. While it was able to compute optimal solution for instances upto 25 terrain points, the DP does not scale well to larger instances and quickly becomes intractable (see Table II). The ILP formulation however, though exponential in the number of constraints, performs well in a branch-and-cut framework. The addition of constraints during run time, allows it to scale better. It was able to solve instances of size upto 30 terrain points. Even for 30 terrain points the average computation time for ILP is similar to that of DP with 25 terrain points. As can be seen from Tables III and IV, the growth in computation time is more gradual in case of ILP. The computation time for DP grows exponentially as the number of chain visible curves increases and hence we do not have computation time for DP for larger terrains.
Another interesting observation is the trend of computation time for ILP with different objective function. In case of objective function $F_1$ (Table III), the growth of computation time is faster in comparison to objective function $F_2$ (Table IV). The versatility of ILP in allowing different objective functions as well as addition of practically relevant constraints makes it a useful technique.

The ILP allows inclusion of initial feasible solutions to speed up computation and the heuristics play an important role for the same.

### VII. Conclusions

This work addresses the persistent monitoring application in a 1.5-D terrains using a heterogenous group of ground and aerial robots. We develop two techniques to solve the problem. The first technique uses a Dynamic Programming to compute the optimal solution. The second technique develops an ILP formulation and uses a branch-and-cut framework to find optimal solutions. Since the problem is a combination of two NP-hard problems, set cover and traveling salesman problem, the solution techniques do not scale well. However, the ILP allows the computation of solutions for terrains with up to 30 terrain points optimally. For larger instances the ILP formulation may be used to compute feasible solutions with small acceptable tolerances. A natural extension of the problem is to take vehicle refueling constraints into account. Another line of work involves developing fast heuristics to both the original problem and the fuel constrained version.
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### Tables

#### Table II: Simulation results computed using the Dynamic Program to minimize robot path makespan.

<table>
<thead>
<tr>
<th>Size</th>
<th>1 x H1</th>
<th>1 x H2</th>
<th>2 x H1</th>
<th>2 x H2</th>
<th>1 x H1, 1 x H2</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>10</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>15</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
</tr>
<tr>
<td>20</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
</tr>
<tr>
<td>25</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
</tr>
</tbody>
</table>

#### Table III: Simulation results computed using the ILP formulation to minimize robot path makespan.

<table>
<thead>
<tr>
<th>Size</th>
<th>1 x H1</th>
<th>1 x H2</th>
<th>2 x H1</th>
<th>2 x H2</th>
<th>1 x H1, 1 x H2</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>10</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>15</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
</tr>
<tr>
<td>20</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
</tr>
<tr>
<td>25</td>
<td>2.6</td>
<td>2.6</td>
<td>2.6</td>
<td>2.6</td>
<td>2.6</td>
</tr>
</tbody>
</table>

#### Table IV: Simulation results computed using the ILP formulation to minimize total mission cost.

<table>
<thead>
<tr>
<th>Size</th>
<th>1 x H1</th>
<th>1 x H2</th>
<th>2 x H1</th>
<th>2 x H2</th>
<th>1 x H1, 1 x H2</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>10</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>15</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
</tr>
<tr>
<td>20</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
</tr>
<tr>
<td>25</td>
<td>2.6</td>
<td>2.6</td>
<td>2.6</td>
<td>2.6</td>
<td>2.6</td>
</tr>
</tbody>
</table>